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Abstract

We propose a Bayesian approach to graph convolutional networks (GCNs) where the graph parameters are considered as random variables. We develop an inference algorithm to estimate the posterior over these parameters and use it to incorporate prior information that is not naturally considered by standard GCNs. The key to our approach is to define a smooth posterior parameterization over the adjacency matrix characterizing the graph, which we estimate via stochastic variational inference. Our experiments show that we can outperform standard GCN methods in the task of semi-supervised classification in noisy-graph regimes.

1 Introduction

In this work we address the problem of semi-supervised classification based on graph convolutional networks (GCNs), as proposed by [15]. These networks can be seen as a first-order approximation of the spectral graph convolutional networks developed by [3], which itself built upon the pioneering work of [2, 9]. The great popularity of GCNs is mainly due to their practical performance as, at the time it was published, it outperformed related methods by a significant margin. Another practical advantage of using GCNs is their relatively simple propagation rule, which does not require expensive operations such as eigen-decomposition.

However, one of the main assumptions underlying GCNs is that the given graph is helpful for the task at hand and that the corresponding edges are highly reliable. This is generally not true in practical applications, as the given graph maybe (i) noisy, (ii) loosely related to the classification problem of interest or (iii) built in an ad hoc basis using e.g. side information. In practice, it is difficult to incorporate this type of uncertainty over the graph using the original GCN framework in a principled way and the performance of the method degrades significantly with increasingly noisy graphs. In this paper we address exactly this problem by adopting a Bayesian approach that places a prior over the graph structure, as given by the adjacency matrix. This, however, poses significant inference challenges as estimating the posterior over the adjacency matrix under a highly no-linear likelihood (as given by the GCN’s output) is intractable.

Thus, to estimate this posterior we resort to approximations as given by stochastic variational inference (VI), which is underpinned by the maximization of the evidence lower bound (ELBO). Nevertheless, a crucial remaining challenge is how to parameterize the posterior over $O(N^2)$ parameters, where $N$ is the number of nodes in the graph. We propose a simple but effective parameterization inspired by low-rank matrix factorization, where we assume underlying continuous latent variables for each row/column of the posterior parameters over the adjacency matrix. To the best of our knowledge, we are the first to develop an efficient variational Bayesian approach that incorporates uncertainty information about the given graph directly. Our experiments show that we can outperform standard GCN methods and other competitive baselines in the task of semi-supervised classification in noisy-graph regimes.

* Work done while at CSIRO’s Data61.

Graph Representation Learning Workshop (NeurIPS 2019), Vancouver, Canada.
1.1 Related work

Most graph-convolutional neural network (CNN) frameworks can be seen from a more general perspective under the unifying mixture models network (MONET) [19]. Therefore, for more details of graph neural network approaches, we refer the reader to [19] as well as to the excellent related work in [26] and, more generally, to the surveys in [27, 29].

In terms of probabilistic approaches to graph neural networks, [28] proposes a probabilistic model for GCNs where the graph is considered as a realization of mixed membership stochastic block models [1]. However, despite their method being referred to as Bayesian, it parameterizes the true posterior over the graph directly and this posterior is not dependent on the observed data (neither features or labels). Thus, it can be seen more like an ensemble GCN. Similarly targeting the low-labeled-data regime, [20] proposes a method for semi-supervised classification with Gaussian process (GP) priors, where the parameters of a robust-max likelihood for a node are given by the average of the GP values over its 1-hop neighborhood. Contemporary to our work, [5] develops a method for learning the graph structure using a generative model and estimates its parameters via bilevel optimization. However, unlike our approach, their method is not Bayesian and it does not allow for either the incorporation of prior knowledge or estimation of the full posterior over the graph. Finally, [14] proposes the variational graph autoencoder, a probabilistic framework that also learns latent representations for graphs but, unlike our work, is designed for the task of link prediction.

2 Bayesian graph convolutional networks

Let \( X \in \mathbb{R}^{N \times D} \) be a set of \( D \)-dimensional features representing \( N \) instances and \( Y = \{ y_n \} \) be their corresponding labels, some of which are observed and others unobserved and \( y_n \in \{0, 1\}^C \) is one-hot-encoded. The goal of semi-supervised classification is to leverage the labeled and unlabeled data in order to predict the unobserved labels. In this paper we are interested in doing so by explicitly exploiting the dependencies among data-points as given by a graph \( G \). To do this, we consider the popular GCN models as proposed by [15], which can be seen as first-order approximations to more general (but computationally costly) spectral graph convolutional networks [3, 8].

Let \( G = (V, E) \) denote an undirected graph with \( N \) nodes \( v_i \in V \), edges \( (v_i, v_j) \in E \) and binary adjacency matrix \( A \in \{0, 1\}^{N \times N} \). [15] showed that when considering various simplifying assumptions, one can rewrite, for a signal \( X \), the convolved signal matrix as \( \tilde{D}^{-\frac{1}{2}} \tilde{A} \tilde{D}^{-\frac{1}{2}} X W \), where \( W \) is a matrix of filter parameters, \( \tilde{A} = A + I_N \) is the adjacency matrix of the graph augmented with self-loops and \( \tilde{D} \) is the corresponding degree matrix with \( \tilde{D}_{ii} = \sum_{j=1}^{N} A_{ij} \). This convolved signal matrix constitutes the basic operation (so-called propagation rule) in GCNs.

**Likelihood** Our likelihood model assumes that, conditioned on all the features and the graph adjacency matrix, the observed labels \( Y^o \) are conditionally independent, i.e.,

\[
p_{\theta}(Y^o | X, A) = \prod_{y_n \in Y^o} p_{\theta}(y_n | X, A) \text{ with } p_{\theta}(y_n | X, A) = \text{Cat}(y_n | \pi_n), \tag{1}
\]

where \( \text{Cat}(y_n | \pi_n) \) denotes a Categorical distribution over \( y_n \) with parameters \( \pi_n \), being the \( n \)-th row of the \( N \times C \) probability matrix \( \Pi \) obtained from a GCN with \( L = 2 \) layers and ReLU activations,

\[
\Pi = f^{(L)}(X, A) = \text{softmax} \left( \tilde{D}^{-\frac{1}{2}} \tilde{A} \tilde{D}^{-\frac{1}{2}} \text{relu} \left( \tilde{D}^{-\frac{1}{2}} \tilde{A} \tilde{D}^{-\frac{1}{2}} X W_0 \right) W_1 \right), \tag{2}
\]

and \( \theta = \{W_0, W_1\} \) denotes the GCN’s weight parameters. One of the fundamental differences of our approach with standard GCNs is that we consider a prior over graphs that is constructed using the observed (but potentially noisy or unreliable) adjacency matrix.

**Prior over graphs** We consider random graph priors of the form

\[
p(A) = \prod_{ij} p(A_{ij}), \quad \text{with} \quad p(A_{ij}) = \text{Bern}(A_{ij} | \rho_{ij}^o), \tag{3}
\]

where \( \text{Bern}(A_{ij} | \rho_{ij}^o) \) is a Bernoulli distribution over \( A_{ij} \) with parameter \( \rho_{ij}^o \). Our prior is constructed given an observed (auxiliary) graph \( \tilde{A} \) but, for simplicity in the notation, we omit this conditioning...
We have defined above a variational distribution that naturally models the discrete nature of the adjacency matrix. We use Concrete distributions as proposed by [10, 16]. In particular, we denote our binary Concrete distribution σ where φ and λ are free parameters. Therefore, as an alternative to the score-function estimator, we can use the re-parameterization trick in the discrete case, free parameters φ and λ during variational inference we also relax our prior so that p(φ, λ) = BinConcrete(φ, λ) where the likelihood and prior terms are given by eqs. 1 and 3, respectively. However, computation of this posterior is intractable so we resort to approximate posterior inference methods such as VI [11].

3 Graph structure inference via smooth parameterizations

Our goal is to carry out joint inference over the GCN parameters and the graph structure as given by the adjacency matrix. Since the main additional component of our approach is to consider a prior over the adjacency matrix, we focus on the estimation of the posterior over this matrix given the observed data, i.e. p(A | X, Y) ∝ pθ(Y | X, A)p(A) where the likelihood and prior terms are given by eqs. 1 and 3, respectively. However, computation of this posterior is intractable so we resort to approximate posterior inference methods such as VI [11].

3.1 Variational distribution: free vs smooth parameterizations

Similarly to the prior definition, our approximate posterior is of the form

$$q_φ(A) = \prod_{ij} q(A_{ij}), \quad \text{with} \quad q_φ(A_{ij}) = \text{Bern}(A_{ij} | \rho_{ij}), \quad \rho_{ij} > 0,$$

where, henceforth, we use φ to denote all the parameters of the variational posterior. In the case where ρ are free parameters then φ = {ρij}. We refer to this approach as the ‘free’ parameterization. Unfortunately, as illustrated in the supplement (appendix D.1), such a parameterization makes optimization of the ELBO wrt φ extremely difficult and one is forced to use alternative representations of the posterior. Intuitively, conditional independence in the posterior is a strong assumption and small changes in ρij will compete with each other to explain the data. Consequently, any continuous optimization algorithm will find it very challenging to find a good direction in this non-smooth combinatorial space. Therefore, we propose the following smooth parameterization:

$$\rho_{ij} = \sigma(z_i^T z_j + b_i + b_j + s), \quad z_i \in \mathbb{R}^d, \quad \{b_i, s \in \mathbb{R}\}, \quad i, j = 1, \ldots, N,$$

where σ(x) = (1 + exp(−x))−1 is the logistic sigmoid function and d ≤ D is the dimensionality of the latent representation z. As we see, the same representation is shared across the columns and rows of A’s Bernoulli parameters, which addresses the combinatorial nature of the optimization landscape of the free parameterization. We note that this parameterization is referred to in the matrix-factorization and link-prediction literature as low-rank [17, 18] or dot-product [14]. In this case the variational parameters are φ = {z, b, s}.

3.2 Variational distribution: discrete vs relaxed

We have defined above a variational distribution that naturally models the discrete nature of the adjacency matrix A. Our goal is to estimate the parameters φ of the posterior qφ(A) via maximization of the ELBO. For this purpose we can use the score function method [22], which provides an unbiased estimator of the gradient of an expectation of a function using Monte Carlo (MC) samples. However, because of its generality, the score function estimator can suffer from high variance [23].

Therefore, as an alternative to the score-function estimator, we can use the re-parameterization trick [13, 24], which generally exhibits lower variance. Unfortunately, the re-parameterization trick is not applicable to discrete distributions and we need to resort to continuous relaxations. In this work we use Concrete distributions as proposed by [10, 16]. In particular, we denote our binary Concrete distribution with location parameters λij > 0 and temperature τ > 0 as qφ(A_{ij}) = BinConcrete(A_{ij} | λij, τ). Analogously, as discussed in [16], in order to maintain a lower bound during variational inference we also relax our prior so that p(A_{ij}) = BinConcrete(A_{ij} | λ_{ij}, τ_0). In this case the variational parameters are the parameters of the Concrete distribution which can be, as in the discrete case, free parameters φ = {λij} or have a smooth parameterization analogous to that in eq. 5, i.e. λ_{ij} = \exp(z_i^T z_j + b_i + b_j + s) and, consequently, φ = {z, b, s}.
Figure 1: Results for noisy graphs on CITESEER (left) and CORA (right): accuracy as a function of the corruption factor, i.e. the ratio of additional fake links relative to the number of true links. BGCN-R−r1 stands for the relaxed version of our method with smoothing parameter r1.

Evidence lower bound The ELBO is given by \( \mathcal{L}_{\text{ELBO}}(\phi) = \mathbb{E}_{q_\phi(A)} \log p_\theta(Y^0 | X, A) - \text{KL} [q_\phi(A) \parallel p(A)] \), where \( \mathbb{E}_{q_\phi(A)} \log p_\theta(Y^0 | X, A) \) is the expected log likelihood (ELL), i.e. the expectation of the conditional likelihood over the approximate posterior, and \( \text{KL} [q_\phi(A) \parallel p(A)] \) is the Kullback-Leibler (KL) divergence between the approximate posterior and the prior. We estimate the variational parameters \( \phi \) via gradient-based optimization of the ELBO with the gradients obtained using the re-parameterization trick and automatic differentiation, see appendix B for details.

4 Experiments

In this section we evaluate the performance of our Bayesian approach on the problem of semi-supervised classification using the well-known citation-network datasets CORA and CITESEER. In these datasets, instances (nodes) are documents characterized by features and the class for each document is given by their subject. The required auxiliary (undirected) graph \( \bar{A} \) is obtained based on the citations between the documents. We corrupt the original graph via the insertion of fake links and, consequently, obtain a new \( \bar{A} \). These fake links are added to the graph as a proportion of the number of existing links, which we refer to as corruption factor. We investigate several smoothing parameters \( r_1 = \{0.25, 0.5, 0.75\} \) and a fixed \( r_0 = 10^{-5} \).

Details of the datasets can be found e.g. in [15] and the full description of the experimental set-up in the supplementary material (appendix C). We compare against standard GCN [15], sample-and-aggregate (GRAPH SAGE) [7] and graph attention network (GAT) [26]. Throughout our experiments we use the test accuracy as given by the proportion of correctly classified test examples and the test mean log likelihood (MLL). In both cases, the higher the better.

Accuracy results (MLL values are reported in the supplement) for CITESEER are shown in fig. 1 (left) where we can see that our method, for all the smoothing parameters considered, outperforms the baselines significantly after considering a corruption factor greater than 2. The advantages of our method are less pronounced in CORA (fig. 1, right) but we still see significant improvements for higher noise levels.

5 Conclusion

We have presented a Bayesian approach to graph convolutional networks that addresses their limitations when dealing with noisy graphs. Our inference algorithm for posterior estimation relies on a smooth parameterization of the posterior and has been shown to work very well in real citation graph datasets. An immediate direction for future work is to address the scalability of our method.

2Implementations are from https://github.com/stellargraph/stellargraph.
A Binary discrete distributions

The KL divergence between two Bernoulli distributions \( q(a \mid \rho) \) and \( p(a \mid \rho') \) can be computed as

\[
\text{KL}[q(a \mid \rho) \Vert p(a \mid \rho')] = \rho[\log \rho - \log \rho'] + (1 - \rho)[\log(1 - \rho) - \log(1 - \rho')].
\] (6)

B Binary concrete distributions

In this section we give details of the re-parameterization used for the implementation of our algorithm when both the prior and the approximate posterior are relaxed via the binary Concrete distribution [10, 16].

B.1 Summary of Bernoulli relaxation transformations

\[
A_{ij} \sim \text{BinConcrete}(\lambda_{ij}, \tau) \quad \Leftrightarrow \quad A_{ij} = \sigma(B_{ij}), \quad B_{ij} \sim \text{Logistic}(\frac{\log \lambda_{ij}}{\tau}, 1),
\] (7)

\[
B_{ij} \sim \text{Logistic}(\frac{\log \lambda_{ij}}{\tau}, 1) \quad \Leftrightarrow \quad B_{ij} = \frac{\log \lambda_{ij} + L}{\tau}, \quad L \sim \text{Logistic}(0, 1),
\] (8)

\[
L \sim \text{Logistic}(0, 1) \quad \Leftrightarrow \quad L = \sigma^{-1}(U) := \log U - \log(1 - U), \quad U \sim \text{Uniform}(0, 1).
\] (9)

In summary, we have

\[
A_{ij} \sim \text{BinConcrete}(\lambda_{ij}, \tau) \quad \Leftrightarrow \quad A_{ij} = \sigma\left(\frac{\log \lambda_{ij} + \sigma^{-1}(U)}{\tau}\right), \quad U \sim \text{Uniform}(0, 1).
\] (10)

B.2 Re-parameterized ELBO

With the results above, it is easy to see that we can write the ELBO as:

\[
\mathcal{L}_{\text{ELBO}}(\phi) = \mathbb{E}_{q_{\phi, \tau}(A)} \left[ \log p_{\theta}(Y \mid X, A) - \log \frac{q_{\phi, \tau}(A)}{p_{\tau_{0}}(A)} \right]
\] (11)

\[
= \mathbb{E}_{q_{\phi, \tau}(B)} \left[ \log p_{\theta}(Y \mid X, \sigma(B)) - \log \frac{q_{\phi, \tau}(\sigma(B))}{p_{\tau_{0}}(\sigma(B))} \right]
\] (12)

\[
= \mathbb{E}_{q_{\phi, \tau}(B)} \left[ \log p_{\theta}(Y \mid X, \sigma(B)) - \log \frac{q_{\phi, \tau}(B)}{f_{\tau_{0}}(B)} \right].
\] (13)

where

\[
g_{\phi, \tau}(B_{ij}) = \text{Logistic}\left(B_{ij} \frac{\log \lambda_{ij}}{\tau}, 1\right), \quad f_{\tau_{0}}(B_{ij}) = \text{Logistic}\left(B_{ij} \frac{\log \lambda_{ij}}{\tau_{0}}, 1\right).
\] (14)

The expectation \( E_{g_{\phi, \tau}(B)} \) is estimated using \( S \) samples from the re-parameterized posterior, which can be obtained using eq. 16 below. Estimation of the variational parameters \( \phi \) is done via gradient-based optimization of the ELBO with the gradients obtained by automatic differentiation.

B.3 Predictions

The posterior predictive distribution of the latent labels, given our factorized assumption of the conditional likelihood in eq. 1, can be obtained as

\[
p(Y^u \mid Y^o, X) = \sum_{A} p_{\theta}(Y^u \mid X, A)p(A \mid Y^o, X) \approx \frac{1}{S} \sum_{s=1}^{S} p_{\theta}(Y^u \mid X, A^{(s)}),
\] (15)

where \( A^{(s)} \) is a sample from the posterior \( q_{\phi}(A) \), \( S \) is the total number of samples and \( p_{\theta}(Y^u \mid X, A) \) is the GCN-likelihood given in eq. 1. These samples can be obtained as:

\[
U \sim \text{Uniform}(0, 1), \quad A_{ij}^{(s)} = \sigma\left(\frac{\log \lambda_{ij} + \log U - \log(1 - U)}{\tau}\right),
\] (16)

where, as before, \( \{\lambda_{ij}\} \) are the estimated parameters of the posterior and \( \tau \) is the posterior temperature.
Table 1: Datasets used in the experiments. Label rate refers to the proportion of labeled nodes used for training.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Type</th>
<th>Nodes</th>
<th>Edges</th>
<th>Classes</th>
<th>Features</th>
<th>Label rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>CORA</td>
<td>Citation network</td>
<td>2,708</td>
<td>5,429</td>
<td>7</td>
<td>1,433</td>
<td>0.052</td>
</tr>
<tr>
<td>CITESEER</td>
<td>Citation network</td>
<td>3,327</td>
<td>4,732</td>
<td>6</td>
<td>3,703</td>
<td>0.036</td>
</tr>
<tr>
<td>TWITTER</td>
<td>Social network</td>
<td>4,971</td>
<td>14,591</td>
<td>2</td>
<td>205</td>
<td>0.01</td>
</tr>
</tbody>
</table>

C Full details of experimental set up

We use two citation-network datasets (CORA and CITESEER) and another real dataset based on Twitter data (TWITTER). In the citation networks the nodes represent documents and their links refer to citations between documents. We construct an undirected graph based on these citation links so as to obtain a binary adjacency matrix. Each document is characterized by a set of features, which are either bag-of-words (BOW) or term frequency-inverse document frequency (TF-IDF) for CORA and CITESEER, respectively. The details of these datasets are shown in table 1. The class for each document is given by their subject and our goal is to predict this for a subset of documents in the network.

TWITTER is based on the dataset published in [25]. Each node represents a Twitter user. An edge between two users exists if a user has re-tweeted the other user. Each node has an associated feature vector such that each feature is derived either from the user’s activity or the user’s tweet texts. Description of these features is given in the supplement (appendix D.5). The class for each user is given by a binary status property that indicates whether the user is hateful or not; our goal is to predict a user’s hateful status. We note that the Twitter graph is derived from users’ activities and it is not equal to the Twitter social network based on follower relationships. Because of this, we believe this dataset is a good example of a real noisy graph.

For standard GCN and our methods we use a two-layer GCN as given in eq. 2. We train standard GCN exactly as done by [15] so as to minimize the cross-entropy loss on the same datasets, i.e. using dropout, L2 regularization, Glorot weight initialization [6] and row-normalization of input-feature vectors. Hyperparameters were set to those found to perform best by [15], i.e. dropout rate of 0.5, L2 regularization of $5 \times 10^{-4}$ and 16 hidden units. The ADAM optimizer [12] was used with an initial learning rate of 0.01.

For our method, we carry out point estimation of the GCN-likelihood parameters and the approximate posterior parameters so as to maximize the ELBO. Hyperparameters for GCN-likelihood estimation were the same as above. To construct the prior over the adjacency matrix we followed the procedure explained in § 2 with various smoothing parameters $\bar{\rho}_1$ and $\bar{\rho}_0 = 10^{-5}$. Posterior initialization was done to be as close as possible to the prior by setting the latent variables $\mathbf{Z}$ via low-rank factorization with the number of latent dimensions set to $d = 1,000$. The biases $\{b_i\}$ and shift $s$ in eq. 5 were initialized to 0 and $-20$, respectively. Prior and posterior temperatures $\tau_o$ and $\tau$ were set to 0.1. All the methods were executed up to a maximum of 3,000 epochs (unless otherwise stated explicitly) with $S = 3$ samples used for estimating the required expectations.

We used our own implementation for GAT and GRAPH SAGE. GAT used an architecture identical to the one described in [26]. The first layer consists of $K = 8$ attention heads computing $F = 8$ features, followed by an exponential linear unit (ELU) nonlinearity. The second layer is used for classification that computes $C$ features (where $C$ is the number of classes), followed by a softmax activation. L2 regularization with $\lambda = 0.0005$ and 0.6 dropout was used. The implementation of GRAPH SAGE used mean aggregator functions and sampled the neighborhood at a depth of $K = 2$ with neighborhood sample size of $S_1 = S_2 = 32$. The model was trained with 0.5 dropout and L2 regularization with $\lambda = 0.0005$. 


Figure 2: The negative evidence lower bound (NELBO) as a function of the number of epochs for the freely parameterized posterior (Free) and the smooth parameterization (Lowrank).

Table 2: Results for noiseless graphs: ‘no graph’ corresponds to ignoring the input graph and ‘full graph’ corresponds to using the full original graph without corruption. Graph convolutional network (GCN); Discrete Bayesian graph convolutional network (BGCN-D) and Relaxed Bayesian graph convolutional network (BGCN-R). Accuracy (ACC) and mean log likelihood (MLL).

<table>
<thead>
<tr>
<th>Method</th>
<th>ACC (std dev)</th>
<th>MLL (std dev)</th>
<th>ACC (std dev)</th>
<th>MLL (std dev)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GCN</td>
<td>0.5592 0.0119</td>
<td>-1.3058 0.0309</td>
<td>0.8178 0.0041</td>
<td>-0.6287 0.0107</td>
</tr>
<tr>
<td>BGCN-D</td>
<td>0.5494 0.0084</td>
<td>-1.3290 0.0222</td>
<td>0.8049 0.0024</td>
<td>-0.6760 0.0092</td>
</tr>
<tr>
<td>BGCN-R</td>
<td>0.5584 0.0102</td>
<td>-1.2985 0.0257</td>
<td>0.8193 0.0045</td>
<td>-0.6306 0.0076</td>
</tr>
</tbody>
</table>

D Additional results

D.1 Smooth parameterization

Figure 2 compares a typical run of our algorithms using the free and smooth parameterizations of the posterior. We see that the optimizer struggles to find directions of improvement for the free parameterization, whereas for the smooth parameterization the negative evidence lower bound (NELBO) decreases steadily during optimization. This behavior was observed throughout several learning rate settings and we attribute it to the discrete combinatorial optimization nature of the NELBO when using the free parameterization.

D.2 Noiseless graphs

Table 2 shows the results for the noisy graphs where we see that our approach performs similarly to standard GCNs.

D.3 Noisy graphs

Test mean log likelihood (MLL) results are given in fig. 3.

D.4 Feature-based graphs

Following the methods of [9], a graph was estimated using CORA and CITESEER based on the node features. Given a training set with features and labels we train a fully connected network with 1-hidden layer, $Q \in \{16, 32\}$ neurons using standard rectified linear unit (ReLU) activation and
Figure 3: Results for noisy graphs on CITESEER (left) and CORA (right): Mean log likelihood (MLL) as a function of the ratio of additional fake links relative to the number of true links. BGCN-R-$\bar{\rho}_1$ stands for the relaxed version of our method with smoothing factor $\bar{\rho}_1$.

Figure 4: Results for feature-based graphs on CITESEER (left) and CORA (right): Accuracy as a function of $Q$-$K$ settings, where $Q$ is the number of hidden units and $K$ the number of neighbors used to construct the graph. BGCN-R-$\bar{\rho}_1$ stands for the relaxed version of our method with smoothing factor $\bar{\rho}_1$.

0.5 dropout between each layer. We then extract the first layer features $\tilde{Z}_1 \in \mathbb{R}^{M \times Q}$ where $M$ includes training, validation and test sets and consider their distance, $d(i, j) = \| \tilde{Z}_{1,i} - \tilde{Z}_{1,j} \|^2$. The adjacency matrix, $A$, was constructed by taking the $K \in \{8, 16, 32\}$ closest neighbors. Test mean log likelihood (MLL) results are given in figs. 4 and 5.

D.5 Twitter

The TWITTER dataset we use here is a subset of that published in [25]. We modified the original dataset in two ways. First, the graph in [25] has 100,000 nodes of which only 4,971 have manually been annotated as hateful or not. For our experiments we consider the subgraph of the annotated nodes only. The original graph has approximately 2,200,000 edges whereas the annotated users subgraph has 14,591 edges. Second, we use a subset of the node features in [25]. The latter includes manually engineered graph features such as several node centrality measures. Furthermore, [25] includes features derived from the lexical analysis of the users’ tweets based on two different text representation learning methods, Glove [21] and Empath [4]. We have removed all the graph-based manually engineered features. Lastly, we only consider the Empath lexical features and ignore the Glove ones since we expect them to encode similar information about the content of a user’s tweets.

3This dataset can be downloaded from Kaggle at https://www.kaggle.com/manoelribeiro/hateful-users-on-twitter
Figure 5: Results for feature-based graphs on CITESEER (left) and CORA (right): Mean log likelihood (MLL) as a function of $Q$-$K$ settings, where $Q$ is the number of hidden units and $K$ the number of neighbors used to construct the graph. BGCN-R-$\bar{\rho}_1$ stands for the relaxed version of our method with smoothing factor $\bar{\rho}_1$.

The nodes in the TWITTER dataset for our empirical study have feature vectors with 205 dimensions.\footnote{We will be releasing this dataset together with the source code implementing our variational spectral graph convolutional network algorithm.}

We split the data into training, validation, and test sets as follows. We use 25 labeled examples from each class for training such that the size of the training set is 50 or only 1% of the total number of nodes in the graph. We then split the remaining nodes in to validation and test sets such that the validation set contains 30% of the data and the test set the remaining 70%. All data are sampled uniformly at random. We generated 20 such splits of the data and used them consistently in the evaluation.

We compare 4 Bayesian GCN models, the relaxed version, using different values for the edge smoothing parameter and prior, posterior temperatures against a GCN and an MLP model. All BGCN, GCN, and MLP models use a single hidden layer with 16 hidden units. The experimental setup is as described here in appendix C and in the main paper § 4 unless stated otherwise.

The results are shown in Figure 6. For our method the notation BGCN-$\bar{\rho}_1$-Pr-Po indicates that $\bar{\rho}_1$ is the smoothing factor for the existing edges in the graph; Pr is the temperature used for the prior distribution; and Po is the temperature used for the posterior distribution. We trained all models for a maximum 5000 epochs and used the accuracy on the validation set for early stopping. We report the accuracy and mean log likelihood on the test set for the latter model. Each model was trained and evaluated on each of the 20 splits of the data. The results in Figure 6 indicate that all models exhibit high predictive variance. Generally, BGCN models with a high degree of smoothing and temperature parameters in the range suggested in [16], show a trend towards better performance with regards to the mean or median values for each set of experiments. However, we emphasize that the high predictive variance of all models indicates that we cannot say that any model is statistically significantly better than the rest.
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Figure 6: Results for TWITTER: Box plots for machine learning model vs accuracy (left) and mean log likelihood (right) on the TWITTER test set. BGCN-\(\hat{\rho}_1\)-Pr-Po indicates that \(\hat{\rho}_1\) is the smoothing factor for the existing edges in the graph; Pr is the temperature used for the prior distribution; and Po is the temperature used for the posterior distribution. For each box plot, the vertical lines indicate median values and the triangles indicate the mean values of the data. Outliers are shown using diamonds.


